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A generic discussion on research paper - Clinical
Reading Comprehension: A Thorough Analysis of
the emrQA Dataset — and a high level survey of
other emerging research in this area
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Breaking down Generic Al Solutions
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Djenouri, Djamel & Laidi, Roufaida & Djenouri, Youcef & Balasingham, Ilangko. (2019). Machine Learning for Smart Building Applications: Review and Taxonomy.
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emrQA: A Large Corpus for Question Answering on
Electronic Medical Records

Anusri Pampari* Preethi Raghavan'® Jennifer Liang' and Jian Peng*
*MIT-IBM Watson Al Lab, Cambridge, MA
TIBM TJ Watson Research Center, Yorktown Heights, NY
*Dept. of Computer Science, University of Illinois Urbana Champaign, IL
tCarle Illinois College of Medicine, University of Illinois Urbana Champaign, IL
*{pampari2, jianpeng}@illinois.edu '{praghav, jjliang}@us.ibm.com

* Novel framework for to generating domain-specific large-scale question
answer- ing (QA) datasets was proposed

* Resulting corpus (emrQA) has 1 million question-logical form and 400,000+
guestion- answer evidence pairs

* |t re-purposed existing an- notations from the community shared n2c2
datasets for solving reasoning challenges without heavy reliance on expert
input
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12b2 || n2C2

2006 - Deidentification & Smoking

- Evaluating the state-of-the-art in automatic de-identification

- Identifying patient smoking status from medical discharge records
2008 - Obesity

- Recognizing Obesity and Co-morbidities in Sparse Data

2009 - Medication

- Extracting Medication Information from Clinical Text

- Community Annotation Experiment for Ground Truth Generation for the
i2b2 Medication Challenge

2010 - Relations

-2010i2b2/VA Challenge on Concepts, Assertions, and Relations in
Clinical Text

2011 - Coreference

- Evaluating the state of the art in coreference resolution for electronic
medical records

2012 - Temporal Relations

- Evaluating temporal relations in clinical text: 2012 i2b2 Challenge

- Annotating temporal information in clinical narratives

2014 - Deidentification & Heart Disease

- Creation of a new longitudinal corpus of clinical narratives

- Automated systems for the de-identification of longitudinal clinical
narratives: Overview of 2014 i2b2/UTHealth shared task Track 1

- Annotating longitudinal clinical narratives for de-identification: The 2014
i2b2/UTHealth corpus

2018 (Track 1) - Clinical Trial Cohort Selection

- Cohort selection for clinical trials: n2c2 2018 shared task track 1
2018 (Track 2) - Adverse Drug Events and Medication Extraction

- 2018 n2c2 shared task on adverse drug events and medication
extraction in electronic health records

I12b2 — Integrating Biology and the Bedside
research program National Center for
Biomedical Computing (NCBC) based at
Partners HealthCare System in Boston

n2c2—National NLP Clinical Challenges is an
outgrowth of this program under
stewardship of the Harvard Medical School
Department of Biomedical Informatics
(DBMI)

Question Template
Has the patient ever been on 6 1 ?

Existing i2b2 Annotation

<M ="Flagy!", Line Index = 128>

Generated Question
Has the patient ever been on gyl ?

Generated Answer
. By discharge, the patient was afebrile (line 128)
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Emr QA for Clinical Decision Support

Status
Employment L/
[Type]™ VP [StatusEmploy [unemployed]
SOCIAL HISTORY : Used to be a chef

; currently unemployed .

Amount
Z_ History o
[Tobaccof>tatus StatusTime [past] ] [Higtqry]
Tobacco Use : quit 7 years ago ; 15 - 20 pack years

[Alcoholp—Status StatusTime [none]]  [Drugh—>tatus StatusTime [none] |

Alcohol Use : No Drug Use : No
Ontology/Schema < 1
Representation of
Data
Patient 2 Year 2012
= Patient 1 Year 2015
b D Patient 1 Year 2014
A : - Coreference Patientl ... Year 2013
: : i == nitroglycerin 40 mg daily ,
Collection ?uestllotn . Logical Form Medication (—— e T et
Normalization empae Logical Form Template 262
Annotation Relation 12b2 dataset
i2b2
r l Clinical Notes
What is the dosage of | medication| ? v gk . . . .
Entity Placeholder MedicationEvent (| medication|) [dosage=x] <Medication = Nitroglycerin Electronic Medical Record
Entity type: medication Question Entity Placeholder ~ Answer Entity dosage = 40mg >
l Entity type = dosage

What is the dosage of Nitroglycerin ? MedicationEvent (Nitroglycerin) [dosage=x] Answer = 40mg, Evidence = Nitroglycerin 40 mg daily, evening

Figure 2: Our QA dataset generation framework using existing i2b2 annotations on a given patient’s record to generate a
question, its logical form and answer evidence. The highlights in the figure show the annotations being used for this example.
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Origin paper
emrQA: A Large Corpus for Question Answering on
Electronic Medical Records

Anusri Pampari, Preethi Raghavan, Jennifer J. Liang, Jian... 2018

CliCR: a Dataset of Clinical Case Reports for Machine
Reading Comprehension

Simon Suster, Walter Daelemans 2018

Clinical Reading Comprehension: A Thorough Analysis of
the emrQA Dataset

Xiang Yue, Bernal Jimenez Gutierrez, Huan Sun 2020

Quasar: Datasets for Question Answering by Search and
Reading

Bhuwan Dhingra, Kathryn Mazaitis, William W. Cohen 2017

Can Machines Learn to Comprehend Scientific Literature?
Donghyeon Park, Yonghwa Choi, Daehan Kim, Minhwan Yu,... 2019

PubMedQA: A Dataset for Biomedical Research Question
Answering

Qiao Jin, Bhuwan Dhingra, Zhengping Liu, William W. Cohen...2019

Medical Exam Question Answering with Large-scale
Reading Comprehension

Xiao Zhang, Ji Wu, Zhiyang He, Xien Liu, Ying Su 2018

2018
emrQA
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Origin paper
Clinical Reading Comprehension: A Thorough Analysis of
the emrQA Dataset

Xiang Yue, Bernal Jimenez Gutierrez, Huan Sun 2020

emrQA: A Large Corpus for Question Answering on
Electronic Medical Records

Anusri Pampari, Preethi Raghavan, Jennifer J. Liang, Jian... 2018

Evaluation of Dataset Selection for Pre-Training and Fine-
Tuning Transformer Language Models for Clinical...

Sarvesh Soni, Kirk Roberts 2020

Entity-Enriched Neural Models for Clinical Question
Answering

Bhanu Pratap Singh Rawat, W. Weng, Preethi Raghavan,... 2020

Towards Medical Machine Reading Comprehension with
Structural Knowledge and Plain Text

Dongfang Li, Baotian Hu, Qingcai Chen, Weihua Peng, Anqi... 2020

CIliCR: a Dataset of Clinical Case Reports for Machine
Reading Comprehension

Simon Suster, Walter Daelemans 2018

Annotating Electronic Medical Records for Question
Answering

Preethi Raghavan, Siddharth Patwardhan, Jennifer J. Liang,... 2018

What Disease does this Patient Have? A Large-scale
Open Domain Question Answering Dataset from Medica...

Di Jin, Eileen Pan, Nassim Oufattole, W. Weng, Hanyi Fang,... 2020

A Study of the Tasks and Models in Machine Reading
Comprehension

Chao Wang 2020

2020
Clinical
Reading
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Indepth Analysis

Error Type

Question

emrQA Answers

Prediction

Error Ratio

Medication Relation

Span mismatch

Does she have a

ALLERGIES:

He had no known

. 2 history of known He had no known ¢ 78 % 66 %
- include key info ‘o : drug allergies
drug allergies? drug allergies
Span mismatch What is the current ~ MEDS: K-Dur 20 BID,
e Sl = : BID 4% 0%
- miss key info dose of lasix? Nexium 20, lasix 160 BID
; g At the time of discharge,
Ambigious What is the patient’s i ; :
‘ g . .p ¢ her potassium had been 1) Low grade,anemia 8% 4%
questions low history? : .
low despite repletion
. N C . Do not apply lotions,
Incorrect What is the patient’s  Wash incisions with warm p.p Y a
o s i creams, ointments or 2% 2%
golds incisions status’ water and gentle soap AT
powders to incision
There is some fluid, or The amount of fluid
False Is there a mention of mucosal thickening in layering at the apices 5
g:ism i % : . 2% 18%
negatives fluid in the record? the ethmoid and and the pleural spaces
sphenoid sinuses appear slightly decreased
May need What treatment has Pt’s vancomycin was
R : CAD s/p ;
external the patient had CABG 2003 s/ stopped after 14 2% 2%
E a5 i ¥ ; 1 2005 ¢ .
knowledge for his CAD? P days of treatment
Is the patient’s right | : y
: = right hand ganglion X 3 right hand
Others hand ganglion cyst b &5 & 4% 8%

well-controlled?

cyst removed

ganglion cyst

Table 3: Error analysis on 50 sampled questions from the Medication and Relation dev sets respectively. Example
question, ground truth and prediction from either Medication or Relation are given for each type of error.

Medication Relation

# Question 222,957 904,592
# Context 261 423
# Question Template 80 139
Question: avg. tokens 8.00 7.91
Answers: avg. tokens 9.47 10.41
Context: avg. tokens 1062.66 889.23

Table 1: Statistics of two major subsets, Medication
and Relation, of the emrQA dataset.

emrQA answers are often
incomplete

emrQA questions are often

answerable without using
domain knowledge
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SUITABILITY FOR LARGE LANGUAGE MODELS

Medication o Relation
80 1 o
704 - * Asmall sampled subset (5%-20%),
60 1 =7t o - can provide roughly equal
501 F1 | ss] F1 performance compared to the
40 - model trained on the entire dataset
30 84 and is close to human expert’s
20 e 2 ey [ N — performance
Sample Ratio Sample Ratio

* BERT models do not beat the best
Figure 3: Impact of training size on the performance of performing clinicalRC base model.
DocReader (Chen et al.. 2017) based on the Medication
and Relation dataset.
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How ChatGPT works?

Stage 1:
Pre-training

Stage 2:
Fine-tuning

N

i Parameters:175B
. Training tokens:300B :

Vocab size: ~50K

: 5 Complete the ]
i input sentence '
u_ two plus two is ——>» GPT 3.5 > U_ equal to four.

: optimize using
: collect data train a reinforcement learning :

i and fine-tune reward model (PPO algorithm)
: Reward 9 : ChatGPT
model Model
PPO

&

@ Answer a prompt

a new prompt

LeetCode: longest common string

[ Content moderation ]

ChatGPT Model ]—b

0

Generate response

~

¢

Content moderation

~

Template response generation J

|

longest common string is the Sorry,l am not trained to provide
Response , 2
problem of... medical advise.
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Third Al Winter

THE RISE OF Al

Al is born Focus on specific intelligence Focus on specific problems

2018.6

* The Turing Test * Expert systems & knowledge Machine learning *

* Dartmouth College conference * Neural networks conceptualized  Deep learning: pattern analysis & classification *
* Information theory-digital signals * Optical character recognition Big data: large databases *
* Symbolic reasoning * Speech recognition Fast processors to crunch data «

High-speed networks and connectivity *

5 f . Trained with WebText (Reddit artcles)
artmouth conference  : Edward Feigenbaum : i 3 :
led by John McCarthy  : develops the first : 3 32 TPU, trained for 1 WGGk, cost $43k
o cmtis lem L UL IBM's Watson Q&A machine wins Jeopardy! ® 16 : ;
“artificial intelligence®  } giving rebirth to Al Apple integrates Siri, a personal voice Pl
1956 1975 - 1982 assistant into the iPhone ® e v et 2019.4 MuseNet, MIDI generation
2011 o 2014 2020.4 JukeBox
YouTube recognizes . "
2000 cats from videos 2020.9 reinforcement learning
. | . | | | | | | < Trained with Reddit TLDR dataset
1950 1960 1970 1980 1990 2010 2020 .
- Trained with WebText, Wikipedia,
: Books1, Books2
1964 i 1997 :
Eliza, the first chatbot '(?M'S geep Blue ?\efeatsld
is developed by J h : : arry Kasparov, the world's . .
; vf/i?ziﬁbaui aots:/lplT §  reigning chess champion 2020.6iGPT, generate image
i : 2021.1
DALL-E - create images from text
Limited computer processing power « Real-world problems are complicated CLIP - Oonnecting text and images
Limited database storage capacity * © Facial recognition, translation » Disappointing results: failure to achieve scale
Limited network ability = © Combinatorial explosion * Collapse of dedicated hardware vendors 2022.9 Whisper
Al Winter | Al Winter I 2022.11 ChatGPT
Figure 1: An Al timeline; Source: Lavenda, D./Marsden, P. source dhl via @mikequindazzi
Source:

1. Why Did Al Rise for a Third Time After the 1st and 2nd Al Winters? - Brightwork Research & Analysis

2. 10 Questions to ChatGPT: How It Can Change Cybersecurity - SOCRadar '\I/\IIEE%LRAKI


https://www.brightworkresearch.com/why-did-ai-rise-for-a-third-time-after-the-1st-and-2nd-ai-winters/
https://www.brightworkresearch.com/why-did-ai-rise-for-a-third-time-after-the-1st-and-2nd-ai-winters/
https://socradar.io/10-questions-to-chatgpt-how-it-can-change-cybersecurity/
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[f [ have seen further than others, 1t 1s
by standing upon the shoulders of giants.

Isaac Newton
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